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Outline
• Motivation and history (Salil)
• Overview of software & features (Salil)
• The OpenDP Library programming framework (Salil)

• The programming framework in code (Mike)
• Audience exercises (Mike)
• How to contribute (Mike)

• Interactive measurements (Salil)
• OpenDP roadmap (Salil)



OpenDP

A community effort to build a trustworthy and open-source
suite of differential privacy tools that can be easily adopted
by custodians of sensitive data to make it available for 
research and exploration in the public interest.



Differential Privacy Deployed
U.S. Census Bureau
• “OnTheMap” commuter data [Machanavajjhala et al. `06]

• All public-use products from 2020 
U.S. Decennial Census [Abowd `18]

Big Tech
• RAPPOR for Chrome Statistics [Erlingsson et al. `14]

• iOS10 and Safari [Apple `16]

• Windows 10 [Ding et al. `17]

• …

Enterprise Software & Consulting
• Apheris, Canopy, DataFleets/LiveRamp, Decentriq, Hazy, Immuta, 

LeapYear, Oasis Labs, Oblivious AI, optable, Privitar, SAP, Sarus Technologies, 
sherpa.ai, TripleBlind, Tumult Labs, …



Open-source DP Software
DP Machine Learning (esp. deep learning) 
TensorFlow Privacy [McMahan et al. `18], PySyft [Ryffel et al. `18], 
Opacus [Testuggine & Mironov `20], …

Academic Proof-of-Concepts
LightDP [Zhang & Kifer `17], Ektelo [Zhang et al. `18], Duet [Near et al. `19], Fuzzi
[Zhang et al. `19], Chorus [Johson et al. `20], …

General-purpose repositories
Google DP Library [Wilson et al. `19], IBM Diffprivlib [Holohan et al. `19], 

NIST Privacy Engineering Collaboration Space, 
OpenMined, Tumult Analytics



The Need for OpenDP

• Trustworthiness
• Implementing DP correctly is difficult
• Trustworthy privacy software requires open source and vetting
• OpenDP will get the community of experts engaged in vetting

• Flexibility
• Every application of DP raises new technical challenges
• OpenDP Library is designed to grow with science & practice
• OpenDP can match users with experts to solve their problems

• Community Governance
• All stakeholders: contributors and users, from industry, government, 

and academia can have an influence on the roadmap. 



OpenDP

A community effort to build a trustworthy and open-source
suite of differential privacy tools that can be easily adopted
by custodians of sensitive data to make it available for 
research and exploration in the public interest.



Use Cases
• Archival data repositories (e.g. Dataverse, ICPSR, 

Zenodo) enabling secondary reuse and replication.

• Government agencies making data available to the public, 
both for official statistics and open data mandates.

• Data for good programs at companies, sharing data on 
customers with public and researchers

• Analytics on customer data, internally & with partners

• Machine learning on customer data



How we got started in 2019

• Grants from the Sloan Foundation

• Collaboration with Microsoft
on a DP curator application

• The Privacy Tools Project, funded by 
NSF, the US Census Bureau, the
Sloan Foundation, and Google. 
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OpenDP Software Elements

OpenDP 
produced 
software

OpenDP Library:

Framework for 
modeling privacy 

in code
+

Collection of 
differentially 

private functions
OpenDP 

ecosystem

End-to-end 
systems



SmartNoise (OpenDP+Microsoft)



DP Creator: a Tool for Non-Experts



Creating Statistics



Partitioning the Privacy-Loss Budget



Publishing the Release



Publishing the Release



The OpenDP Repository



Users of OpenDP/SmartNoise SDK



Building a Trustworthy Library

Vetting  Process

OpenDP Library
DP_MEAN(X) 

{...}

DP_SUM(X) {...}

DP_VAR(X) {...}

DP_FUNC(X) {...}

DP_FUNC(X) {...}

DP_FUNC(X) {...}

DP_FUNC(X) {...}

DP_FUNC(X) {...}

DP_FUNC(X) {...}

DP_FUNC(X) {...}

DP_FUNC(X) {...}

Code submissions
(from OpenDP Team 

& community)

Trustworthy library of 
differentially private 
statistical functions

Validation of 
mathematical proofs 

attached to code



Widespread Underestimation of Sensitivities in 
DP Libraries [CCS ̀ 22]

Sílvia Casacuberta, Michael Shoemate, 
Salil Vadhan, and Connor Wagaman
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The OpenDP Library



Integration of Proofs and Code



A Sample Proof



●Generality in privacy definitions & algorithms
○Pure DP, approximate DP, concentrated DP, f-DP, etc.
○Node-level privacy in graphs, user-level privacy in streams, etc.

●Generality in privacy calculus
○Composition, amplification by subsampling, group privacy, etc. 

●Safe extensions of framework with vetted 
contributions
○Clear spec for each component’s privacy-relevant properties

●Interactive DP algorithms as first-class citizens
○Adaptive composition, sparse vector, etc.
○Still in implementation!

●Implementation in Rust w/Python bindings 

The OpenDP Programming Framework
[Gaboardi-Hay-V. ̀ 20]



Measurements:

Randomized functions from 
data(sets) to outputs.

Transformations:

Function from data(sets) to data(sets).

A B

Transformation 
Attributes
● Input domain
● Input metric
● Output domain
● Output metric
● Function
● Stability map

Measurement 
Attributes
● Input domain
● Input metric
● Output measure
● Function
● Privacy map

Transformations and Measurements



Measurements

&

Transformations

Complex DP 

programs

Combinators, 

e.g. Chaining, 

Composition,  

Post-processing

Combinators



Measurement 
attributes
● Input domain
● Input metric
● Output 

measure
● Function
● Privacy map

To implement a privacy calculus based on the idea 
of stability we have: 

● privacy maps in measurements to capture 
several notions of privacy. E.g. DP, approx. DP, 
Renyi DP, zCDP, f-DP.

● stability maps in transformations to capture 
general aggregate operations. E.g. sums, 
bounded joins.

● combination of these relations by means of  
combinators such as chaining and 
composition.

Transformation 
attributes
● Input domain
● Input metric
● Output domain
● Output metric
● Function
● Stability map

dout=map(din) should imply: 
if two inputs are “din-close”, 

then the corresponding outputs (or 
distributions) are “dout-close”.

Privacy Calculus



Let’s see how this works in code!
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Interactive Measurements
C

Q

queryable

q1

a1
q2

a2

q3

a3

Sex Blood ⋯ HIV?
F B ⋯ Y
F A Y
M O ⋯ N
M O ⋯ Y
F A ⋯ N
M B ⋯ Y

Requirement: for all neighboring 𝑢𝑢, 𝑣𝑣
View𝐴𝐴 𝐴𝐴 ↔ 𝑄𝑄 𝑢𝑢 ≈𝜀𝜀,𝛿𝛿 View𝐴𝐴 𝐴𝐴 ↔ 𝑄𝑄 𝑣𝑣

• Models adaptive composition, privacy filters, sparse vector, etc.
• First-class citizen in OpenDP framework
• Currently in implementation!

adversary

I.M.



Concurrent Composition

Total
privacy
loss?

𝑄𝑄1

𝑄𝑄2

𝑄𝑄𝑘𝑘

𝑎𝑎1
𝑞𝑞1

𝑞𝑞2

𝑎𝑎1
𝑞𝑞1

𝑞𝑞2

𝑎𝑎1
𝑞𝑞1

𝑞𝑞2

New challenge: an adversary can arbitrarily interleave its 
queries to the different queryables

36

[V.-Wang `21, Lyu `22, V.-Zhang `22]: Most standard 
composition theorems extend to concurrent composition.



Library Roadmap
Near term (few months):
• Ramp up external contributions 
• More algorithms!
• Interactive Measurements
• R bindings

Longer term:
• Data interchange (Apache Arrow)
• Large-scale/external compute
• Federated learning/distributed models
• Beyond tabular data
• Benchmarking suite



Project Goals for 2023
• Scale up Use Cases & Contributions

• Development and functionality driven by use cases

• We’re hiring! Community manager, research scientist, 
technical writer, support engineer, interns, …

• 3rd OpenDP Community Meeting

• Community Working Groups
• Educational Materials
• Statistical Uncertainty Measures
• Best Practices for Using DP



Join the Community! opendp.org
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